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1. Scope and Motivation 

In past decades, we have witnessed the rapid development of smartphone cameras, device 

storage, and 5G networks, which facilitate user-generated video creation and daily content 

sharing on diverse topics, such as travel, sports, and music. Due to the explosive growth of 

user-generated video data on the internet together with the urgent requirement of a joint 

understanding of videos and languages, cross-modal analysis and reasoning has become an 

active research field and attracted a huge amount of research attention from the CV, NLP, 

and Multimedia communities in recent years. With the vast success of deep CNNs and 

transformers, the visual perception of image content has been significantly boosted, 

sometimes even surpassing humans. However, existing techniques of image-oriented cross-

modal analysis cannot process the video-language understanding tasks well, e.g., dense 

video captioning, text-based video moment localization, and video question answering, due 

to the complex temporal characteristics of videos and the challenging video-language 

semantic alignment. Video-language understanding and reasoning are long-standing 

problems for the CV and Multimedia community. By endowing an AI machine with the cross-

modality reasoning ability for video-language understanding, AI researchers expect the 

machine to “think” like a human and then make trustable decisions. That is the reason why 

cross-modal is so important and why it can attract world-wide research interest. 

Although considerable improvements have been made in the research on video-oriented 

cross-modal reasoning, it is still in its early stages and requires deeper exploration by the 

community. Videos offer the promise of understanding not only what can be discerned from 

a single image (e.g., scenes, people, and objects) but also multi-frame event temporality, 

causality, and dynamics. The video-oriented cross-modal reasoning should reach a deeper 

understanding of complex (temporal, causal) events in the multimodal video-language 

context. Most existing efforts primarily aim to improve in-domain performance while 

overlooking how to truly capture the essence of cross-modal reasoning. A recent study [1] 

has pointed out that performance-driven learning modes are easily susceptible to spurious 



correlations hidden in datasets and thus usually yield accurate but unreliable in-domain 

results. Despite the rich multimodal cues (e.g., appearance, motion, action, relations, audio, 

linguistics, and events) provided by the video-language context, it is still very hard to 

effectively perform cross-modal reasoning over multimodal cues for trustworthy and 

comprehensive video-language understanding. Especially the fundamental question in 

video-language understanding (What makes a video task uniquely suited for videos, beyond 

what can be understood from a single image?) is usually overlooked by researchers and has 

yet to be well answered. 

Recently, trustworthy cross-modal reasoning arouses serval emerging/new research trends, 

mainly including: 1) Defense methods against adversarial attacks for robust cross-modal 

reasoning [2-5]. Cross-modal semantics-consistency is essential for video-language systems. 

To resist the noise within visual, textual, and audio data in the video-language context, 

defense methods adopt adversarial attack-defense mechanisms to pursue noise-agnostic 

cross-modal reasoning. Popular studies for adversarial learning include discovering and 

harnessing adversarial attacks, synthesizing adversarial noise, and instructive adversarial 

learning such as clean-label targeted attacks, etc. 2) Causality-inspired domain 

generalization methods for fair video-language understanding [6-10]. In the video-language 

field, fairness is always affected by various data biases, such as language, visual, and 

individual biases. The primary idea of domain generalization is to identify stable features or 

mechanisms that remain invariant across the different distributions. Many generalization 

approaches employ causal theories to describe the invariance since causality and invariance 

are inextricably intertwined at high-level semantic reasoning. Therefore, causality-aware 

domain generalization is employed to improve the generalizability of intelligent models via 

causal data augmentation, causal representation learning, and transferring causal 

mechanisms. 3) Explainable cross-modal reasoning via knowledge-driven techniques [11-

15]. With the advancement of intelligent applications, more complex and difficult tasks have 

paid attention to explainable cross-modal reasoning. Some approaches are proposed to 

address cross-modal reasoning based on implicit and explicit knowledge acquisitions, multi-

modal knowledge representation, multi-source knowledge fusion, and knowledge-data dual-

driven inference, etc. Researchers still attempt to develop various novel knowledge-inspired 

deep networks, which are beneficial to improve the effectiveness and interpretability of 

video language reasoning. 4) Trustworthy language-to-video generation under privacy-

preserving and security-controlled prerequisites [16-20]. Recently, the rapid development 

of big models has driven the research and application upsurge of AIGC (Artificial Intelligence 

Generated Content). Developing high-quality videos through novel language-to-video and 

video-to-video generation models has been significant for various video applications, such as 

video editing, virtual reality, and multimedia content creation. However, AIGC may bring 

privacy leakage and uncontrollable security issues, so it is necessary and valuable to explore 

trustworthy generation solutions for video-language application scenarios. 

Therefore, a special issue on “Trustworthy Cross-modal Reasoning for Video-Language 

Understanding” is urgently required to track the continual growth of research, primarily 

related to the robustness, fairness, explainability, and security of video-oriented cross-modal 



reasoning. This special challenge aims to bring together researchers interested in new and 

innovative solutions that will advance research on trustworthy video-language 

understanding and domain-specific applications. If approved, we believe that this special 

issue will largely impact researchers and practitioners working in related areas across 

academia and industry.   
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2. Topics of the Special Issue 

The purpose of this special issue is to solicit high-quality, high-impact, and original papers on 

current developments in cross-modal reasoning for video-language understanding. We are 

interested in submissions covering topics of particular interest that include but are not 

limited to the following: 

 New datasets for trustworthy video-language understanding 

 Adversarial learning for robust multimodal representation 

 New methods for robust video summarization 

 Cross-modal semantics-consistent representation learning 

 Domain generalization in video-language understanding 

 Causal learning for trustworthy multimodal reasoning 

 Unfair bias measurement and mitigation in video-language understanding 

 Explainable multimodal data fusion and interaction 

 Brain-inspired networks for explainable cross-modal reasoning 

 Trustworthy reasoning algorithm in video dialog 

 Knowledge-driven explainable cross-modal reasoning 

 Text-guided visual-textual reasoning and generation 

 Privacy protection and security control in cross-modal AIGC 

 Applications of trustworthy video-language understanding 
 

3. Rationales 

1) How is the special issue related to the Computer Vision and Image Understanding 

journal? The central focus of Computer Vision and Image Understanding (CVIU) journal is 

the computer analysis of pictorial information. CVIU publishes papers covering all aspects of 

image analysis from the low-level, iconic processes of early vision to the high-level, symbolic 

processes of recognition and interpretation. A wide range of topics in the image 

understanding area is covered, including papers offering insights that differ from 

predominant views. Trustworthy cross-modal reasoning for video-language understanding 

involves different forms of multimedia data, such as vision, language, and audio. The special 

issue specifically focuses on the trustworthy representation, analysis, and interaction of 

these data, which is an area of increasing importance and relevance in the field of image 



understanding. The topics of our special issue fit very well with the scope and aim of the 

CVIU journal. 

 

2) Why is the topic of the special issue important? Due to the rapid growth of deep learning 

technologies, considerable improvement has been made in video-language understanding. 

More recently, there has been an emerging research trend toward studying cross-modal 

reasoning, which aims to improve the fine-grained representation of heterogeneous data. It 

is critically important for a multimodal system, especially in some specific domains, such as 

healthcare services, fintech, and self-driving cars, therefore gaining increasing research 

interest from multiple communities. Therefore, the topics of our proposed special issue are 

highly important. 

 

3) Why the special issue may attract a significant number of submissions? Multimodal 

reasoning is an emerging research area and has gained intensive attention from researchers 

in both academia and industry. Recently, a large body of work has been proposed to study 

video-language understanding and reasoning in top conferences (e.g., MM, CVPR, ICCV, 

ECCV, NeurIPS, ICLR). With this special issue, we would like to showcase the significant 

progress that has been made within the video-language community at large over the past 

years. 

 

4. Strategy for the Paper Recruitment 

1) (Academic Partners) We have a diverse team of Guest Editors from China, Singapore, 

France, and Italy. Prior to writing the proposal, we contacted researchers from a wide range 

of institutes, and they all expressed interest in this special issue. These institutes include but 

are not limited to: Tsinghua University (China), National University of Singapore (Singapore), 

University of Technology Sydney (Australia), Hefei University of Technology (China), 

Zhengzhou University (China), Peking University (China), Monash University (Australia), 

University of Science and Technology of China (China), Xidian University (China), and 

University of North Carolina at Chapel Hill (United States).  

 

2) (Social Media) Moreover, we will publicize this special issue through various venues, such 

as Twitter, LinkedIn, Reddit, and working connections, to attract submissions from the 

related research communities. 

 

3) (Conference) We also have contacted the organizing committees of several international 

multimedia/computer vision conferences to invite the top-ranked and topic-related 

conference papers (extension version) for submission in our proposed SI. The conferences 

include but are not limited to: International Conference on Multimedia and Expo (ICME 

2023, Brisbane, Australia), IEEE Multimedia Big Data (BigMM 2023, Laguna Hills, Canada), 



Chinese Conference on Pattern Recognition and Computer Vision (PRCV 2023, Xiamen, 

China), ACM Multimedia (MM 2023, Ottawa, Canada) 

 

Due to the reputation of the editor team and diverse strategies of paper recruitment, we are 

confident of attracting a batch of high-quality submissions (e.g., greater than 30) and will 

accept no more than 10 manuscripts for publication. We have contacted several reputed 

researchers in the computer vision and multimedia community for contributing an excellent 

survey on the SI’s topic. 

 

5. Review Process 

The review process will comply with the standard review process of the Computer Vision and 

Image Understanding journal. Each paper will receive at least three reviews from experts in 

the field. 

 

6. Important Dates 

 Submission deadline: December 15, 2023 

 First-round decision notification: March 15, 2024 

 Revised manuscript due: May 15, 2024 

 Final decision notification: July 30, 2024 

 Camera-ready version: November 30, 2024 

 

7. Relationship to Related Special Issues  

In recent years, cross-modal analysis and reasoning has become an active research field. Many 

special issues are proposed to seek original contributions towards multimedia content 

understanding [1-4]. To address rapidly growing interest in artificial intelligence (AI) for 

multimedia processing, some special issues focused on making AI models transparent, 

interpretable, and accountable [1-3]. 
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(https://dl.acm.org/pb-

assets/static_journal_pages/tomm/pdf/TOMM_cfp_SI_TrustworthyMultimedia-

1643357525513.pdf) 

[2] Special Issue on Trustworthy Multimedia Big Data Computing for Next-Generation 

Multimedia Systems, Computing and Information Technology, 2023. 

(http://cit.fer.hr/index.php/CIT/announcement/view/18)  

[3] Special Series on AI in Signal & Data Science - Toward Explainable, Reliable, and 

Sustainable Machine Learning, IEEE JSTSP, 2023. 

(https://signalprocessingsociety.org/blog/ieee-jstsp-special-series-ai-signal-data-

science-toward-explainable-reliable-and-sustainable) 

[4] Special Issue on Pre-trained Models for Multi-modality Understanding, IEEE TMM, 2023. 



(https://signalprocessingsociety.org/blog/ieee-tmm-special-issue-pre-trained-models-

multi-modality-understanding)  

 

The above special issues reflect the emerging interest of the community in trustworthy 

multimedia computing, explainable machine learning, and pre-trained models for multi-

modality understanding. They focused on technical advances or applications in some specific 

domains, such as trustworthy algorithms for city-scale human and vehicle analysis, privacy-

enhanced computation for big data, and energy-efficient machine learning models. There has 

not been a special issue that specifically addresses the challenge of trustworthy cross-modal 

reasoning for video-language understanding, which requires novel techniques for 

understanding, thinking, and reasoning the complex relationships between different 

modalities like humans, and ensuring that the reasoning process is transparent and 

interpretable. The proposed special issue aims to fill this gap by bringing together researchers 

to explore new approaches for cross-modal reasoning that can improve the robustness, 

fairness, explainability, and security of video-language understanding systems. Compared to 

the related special issues, we emphasize the importance of trustworthy reasoning and its 

implications for real-world applications such as video question answering, video dialog, and 

video summarization. Overall, this proposed special issue is new in its focus on trustworthy 

cross-modal reasoning and its potential impact on advancing video-language understanding 

research. 
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