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Stress Testing With Influencing Factors to Accelerate
Data Race Software Failures
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Abstract—Software failures caused by data race bugs have al-
ways been major concerns in parallel and distributed systems,
despite significant efforts spent in software testing. Due to their
nondeterministic and hard-to-reproduce features, when evaluat-
ing systems’ operational reliability, a rather long period of experi-
mental execution time is expected to be spent on observing failures
caused by data race conditions. To address this problem, in this
paper, we make two contributions. First, this paper proposes stress
testing with influencing factors, in which the system runs under
certain workloads for a long time with controlled stress conditions
to accelerate the occurrence of data race failures. Second, it ex-
plores and formulates mathematical relationship models between
data races’ statistical characteristics of time to failure (TTF) or
mean TTF (MTTF) and the influencing factors. Such relationship
models are used for TTF/MTTF extrapolation under different op-
erational conditions and are essential to reduce systems’ reliability
evaluation time. The proposed method is empirically evaluated on
six applications suffering from failures caused by real-world data
race bugs. Through analysis of the experimental results, we obtain
several important findings: First, the reduction in the manifestation
time to data race failures achieved by controlling the influencing
factors is statistically significant. Second, Power model is the best-
fitting model of the relationship between the MTTF and the influ-
encing factors. Third, Power Weibull distribution is the best-fitting
probability distribution between the TTF and the influencing fac-
tors. Finally, the TTF/MTTF can be accurately estimated with the
approach proposed in this paper.

Index Terms—Data race software failure, influencing factors, re-
lationship model, software reliability, software stress testing, time
to failure/mean time to failure (TTF/MTTF) estimation.

NOMENCLATURE

Acronyms

AD Anderson–Daling test.
ALT/ADT Accelerated life/degradation testing.
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cdf s-cumulative distribution function.
OS Operating system.
pdf s-probability density function.
ANOVA Analysis of variance.
CI s-confidence interval.
CL Concurrency level variable.
DOE Design of experiments.
GoF Goodness of fit.
ML Memory limitation variable.
mRSS Maximum resident set size.
MTTF Mean time to failure.
RAM Random access memory.
TTF Time to failure.

Notations

α Level of s-significance.
β or σ The shape parameter.
β0 The intercept parameter.
β1 The coefficient parameter.
η The scale parameter.
λ The rate parameter.
μ The location parameter.
exp(·) The exponential function.
f(·) The pdf function.
log(·) The natural logarithmic function.
S Explanatory variable.
T s-expectation of the response variable.

I. INTRODUCTION

DATA race software failures are increasingly becoming a
vital factor in determining the reliability of both small-

and large-scale systems. For a mission-critical system, such as
JPL/NASA space mission on-board system [1], data race fail-
ures can lead to significant threats and consequences to public
safety. Software failures are caused by data race bugs intro-
duced during parallel (or distributed) programming practices
and can be activated when two or more tasks or threads are
concurrently accessing the shared resources while at least one
of them is performing writing (or modifying) operations in un-
expected orders [2], [3]. Since the execution orders of threads
are not certain, a data race failure is usually nondeterministic
and hard to reproduce even with the same workloads. To cause
a data race failure as soon as possible, data race bug detection
and testing techniques have been proposed [2], [4]–[8], aiming
to systematically control the scheduler to cover all scheduling
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possibilities. However, even with the help of the developed tools,
the extensive application of these techniques on large systems
is hindered by issues with the time overhead. Therefore, how to
handle potential data race failures and improve systems’ relia-
bility/availability remains an important research topic.

Fault mitigation techniques, such as the recovery methods [9],
are always introduced in real safety-critical systems to make the
potential failure less severe and to improve the systems’ reliabil-
ity/availability. Due to the elusive behavior of data race software
failures, the practices of fault mitigation and quantitative reli-
ability analysis tend to be proceeded by distinguishing them
from deterministic and easy-to-reproduce cases. Grottke et al.
divided bugs into bohrbugs, which can be certainly reproduced,
and mandelbugs, which have nondeterministic manifestation
behaviors, and proposed distinguished fault mitigation meth-
ods [9]–[12]. As a typical example of mandelbug, data race
bugs could be mitigated by the recovery operation schemes,
such as reconfiguring the environmental conditions and retrying
the fault inputs. Stochastic process models, such as continuous
Markov chain (CTMC), semi-Markov process (SMP), Petri Net,
etc., are used to assess the quantitative reliability/availability of
a system considering potential data race failures and mitiga-
tion techniques since these models can easily describe complex
behaviors [12], [13].

Solving and optimizing these stochastic process models
highly rely on the time to failure (TTF) or mean TTF (MTTF)
metric to be known in the first place [12], [14], [15]. TTF (or
MTTF) denotes the (average) time, in which an application can
normally run for its given workloads. However, the task of es-
timating the TTF/MTTF is impractical for data race software
failures because the failure observation time is too long to col-
lect sufficient samples. Therefore, how to accelerate the data
race failure and reduce the TTF/MTTF estimation time is an
important topic to be studied.

To the state of the art, the stress testing method, such as
accelerating life testing (ALT), has been successfully used for
reducing the TTF/MTTF estimation time when a system suffer-
ing from aging-related bugs (ARBs) [16]–[18]. The stress test-
ing method uses the TTF/MTTF data collected under stressed
conditions to predict the one under target conditions according
to certain models. Facing the same problem, the feasibility of
using the stress testing method to deal with failures caused by
data race bugs has not been systematically studied. Two critical
issues need to be explored to facilitate the stress testing method
as follows.

1) How to accelerate the process of detecting data race soft-
ware failures? We need to determine the influencing fac-
tors as the stress condition to reduce data race failures’
manifestation time and reduce the essential time.

2) How to effectively and efficiently estimate the TTF or
MTTF caused by data race? We need to determine a
model that can relate the TTF/MTTF under different stress
conditions.

In this paper, we present an empirical study of using stress
testing with influencing factors to reduce the TTF/MTTF es-
timation time. Stress testing is commonly conducted to flush

out data race conditions by ceaselessly performing certain
workloads for a long period of time [5]–[7]. However, according
to existing research [5] and our testing experiences, we find that
the purely stress testing practices are neither efficient nor effec-
tive because most of schedule possibilities are still not covered
after iterating workloads for many loops. Aiming to overcome
deficiencies of stress testing, we additionally control programs’
external executing environments, known as influencing factors,
to increase the possibilities of encountering data race precondi-
tions. Based on the software failure mechanism of data races, we
select three influencing factors that could influence programs’
internal execution processes and then increase the risk of trig-
gering the data race bugs.

Furthermore, we empirically study the relationship models
between TTF/MTTF and the influencing factors. The relation-
ship model is a quantified strength function that relates the
response variable, i.e., TTF/MTTF, with the explanatory vari-
able, i.e., the influencing factor [19], [20]. With this relationship
model, the stressed conditions’ TTF/MTTF can be extrapolated
back to predict other operational (or nonstressed) condition val-
ues. Considering that the relationship model plays a pivotal role
in solving the proposed issues, we employ a regression analysis
method to delve into its formula in this paper.

A methodology including experiments and regression anal-
ysis is presented to study the influences and the relationship
model for the proposed influencing factors. This methodology
combines the design of experiments (DOE) [21] and the stress
testing analysis [19], [20]. We conduct the methodology on
six different desktop/server applications, which suffer from real
data race failures.

This paper reveals seven interesting findings that provide use-
ful guidelines for software data race testing, software reliability
modeling, and evaluating, as shown in the following.

1) Finding #1: All three proposed influencing factors can be
used in the stress testing to reduce the expected time to
data race failure for the experimental applications. For the
applications we tested, we could save the reproducing time
for at least 15.9 times. For example, we did not manifest
a failure hidden in an application known as Pbzip when
retrying the failure workload 50 000 times but did observe
the failure with an average of 628.2 reattempts.

2) Finding #2: The stress testing condition, 〈High mem-
ory limitation, High concurrency level, Multiple paral-
lel level〉, is the optimized condition to minimize the
time to data race failure.1 Findings #1 and #2 indicate
a lightweight probabilistic stress testing method to detect
and reproduce race conditions during development phrase.

3) Finding #3: The MTTF varies with different influencing
factor settings. In addition, the variations caused by dif-
ferent factors for the same data race suffering application
are different. This finding gives the formal statistical evi-
dence that the environmental diversity mitigation method
proposed in [11] and [12] can be applied for data race
failures. Environmental diversity approach expects to im-

1The terms in this finding are defined in Section II.
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prove systems’ availability by reconfiguring applications’
environmental conditions and retrying the failure inputs.

4) Finding #4: Power model best fits the relationship between
MTTF and the influencing factor explanatory variable.2

5) Finding #5: Weibull distribution model best fits the TTF
distribution model of data race failures.3

6) Finding #6: Power Weibull distribution model best fits
the relationship model between TTF and the influencing
factor explanatory variable.

7) Finding #7: The MTTF and TTF can be accurately
estimated by using the proposed influencing factors
as explanatory variables. Findings #4–#7 provide the
TTF/MTTF distribution and estimation information,
which are necessary for performing quantitative relia-
bility/availability analysis and designing fault mitigation
techniques.

This paper is organized as follows. Section II presents the
influencing factors for data race software failures. Section III
presents the experimental methodology employed in this paper.
Section IV organizes the experimental data analysis results and
seven findings into the answers to three research questions.
Sections V lists potential threats to the validity of this paper.
Section VI shows the related work. Finally, conclusions and
future work are given in Section VII.

II. INFLUENCING FACTORS

In this section, we describe the influencing factors and discuss
how the influencing factors affect the occurrence of data race
failures. The factors are expected to accelerate data race failures
by impacting the failure manifestation process. Recall that a
data race occurs when there are memory accesses in a program
that satisfy all the following conditions:

1) operating on the same memory location;
2) performing concurrently or in parallel;
3) writing (or modifying) operations;
4) not protected by synchronization mechanisms.
Therefore, the main idea of influencing a program’s internal

execution and accelerating the occurrence of data race is to
increase the risk of breaking up unprotected synchronization
of writing (or modifying) operations on the shared locations.
Based on this motivation, we select three influencing factors as
follows.

1) Memory limitation, which is the maximum resident set
size (mRSS) of physical memory available for the running
program.

2) Concurrency level, which is the number of concurrent
visiting clients/users of the program.

3) Parallel level, which is the number of processors available
for the program.

In the following, we will explain how these three influencing
factors affect the internal execution behavior of a program and
increase the probability of triggering data race conditions.

2The mathematical format of Power model is defined in Section III-B3.
3The pdf of Weibull distribution and Power Weibull distribution are given in

Section IV-C.

A. Memory Limitation

The memory limitation controls the maximum physical mem-
ory set size a to-be-tested application can access. The physical
memory limitation can increase the frequency of thread context
switching [22] and, then, indirectly increase the threads’ risk
of being interrupted from the synchronization parts. In a thread
context switch, the accessing of a processor is switched from
one thread to another. According to the principle of an operating
system (OS) [22], [23], if a processor tries to read from a virtual
memory address that is not currently mapped to a RAM address,
a page fault occurs; then the running thread is pre-empted and
suspended to the waiting state, during which its required data is
mapped into the RAM from the disk by the OS. Simultaneously,
another thread in the ready state starts to run. Thus, if the avail-
able physical memory is limited, the frequency of page fault is
increased, thereby increasing the interaction probability among
concurrent threads, which increases the probability of encoun-
tering unprotected synchronization operations. Therefore, we
select memory limitation as the first influencing factor.

Memory limitations are an indirect and lightweight method
to control the frequency of context switches. The alternative
method to this aim is inserting instruments in threads/processes
and scheduling them deliberately. Such intrusive approach could
slow down the system and faces space explosion problems,
hence is hard to be employed for large scaled applications.
However, too harsh memory limitation stress could lead to the
thrashing problem [24], in which pages kept on swapping in
and out of RAM alternatively. Thrashing could lead to longer
workload execution time and fail to reduce the testing time.
Therefore, we must reserve a certain margin so that thrashing
has no significant impact on the experimental time.

B. Concurrency Level

The concurrency level refers to the number of different ker-
nel threads or processes to be executed out-of-order or in partial
order based on which user-level tasks are mapped. According
to our prior experimental experience and literature studies [25],
[26], data race software failures occur more frequently with
higher concurrent workloads. Higher concurrency level work-
loads increase the complexity and intensity of context switching
for racing the shared resources. Therefore, they could increase
the possibility of hitting certain thread orders that can break the
synchronization and thus trigger a data race failure. Due to the
aforementioned reasons, the concurrency level is selected as the
second influencing factor in this paper.

C. Parallel Level

The parallel level controls the number of processors that
can be accessed by the testing application. A data race oc-
curs when two or more threads are executing modifications
on a shared memory location without synchronization. For a
single-processor-equipped system, the threads are scheduled
to alternatively access the processor, and the shared mem-
ory location is accessed by only one threat at a time. While
for a multiple-processor case, the spawned threads can run on
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Fig. 1. Overview of the experiment and analysis process.

multiple processors simultaneously, and the probability of two
or more threads modifying the shared memory location at the
same time is greatly increased. Compared with the multiple-
processor case, it is easier for a single-processor system to main-
tain the synchronization of modification operations because only
one thread can access the location in each epoch. By contrast,
if multiple processors are equipped, the risk of hitting certain
orders among the threads is increased due to the possibility of
more threads attempting to modify the shared location. Con-
sidering this characteristic, we select parallel level as the third
influencing factor.

III. EXPERIMENTAL STUDY

In this section, a stress testing experimental methodology
is presented to explore the impacts of the influencing factors
proposed for data race software failures and their mathematical
relationship models. In addition, we adopt the methodology for
six applications that suffer from real data race software failures.

A. Research Questions

The aim of the experiments is to answer the following research
questions on influencing factors.

RQ1: Whether the influencing factors have impacts on the
MTTF?

RQ2: What is the relationship model between the MTTF and
the influencing factors?

RQ3: What is the relationship model between the TTF and
the influencing factors?

We propose RQ1 to empirically verify the effectiveness of
the proposed influencing factors on accelerating the occurrence
data race failures. RQ2 and RQ3 are proposed to figure out the
models for the purpose of making predictions efficiently.

B. Overview of the Experimental Design and Analysis Process

Fig. 1 shows the architecture of our experimental design and
analysis process. The process includes two main phases, the
experiment phase and the statistical characterization analysis
phase. The experiment phase includes two stages. The purpose
of the first stage is to determine which influencing factor(s)
or their interactions can be adopted to reduce the testing time.
The purpose of the second stage is to collect sufficient sam-
ples to study the mathematical relationship models between
TTF/MTTF and the influencing factors. When the first stage
is accomplished, the optimized conditions of the influencing
factors, which are expected to minimize the testing time, are
obtained to reduce the time costs of the second stage of the
experiment. Then, after the data are collected in the second
stage, regression analysis is applied to explore the relationship
between TTF (or MTTF) and the influencing factors. In the fol-
lowing, we explain the details of the experimental process and
the data analysis by four parts.

1) First Stage of the Experiment: We adopt the full factorial
DOE [21] to learn the s-effects of three influencing factors,
namely memory limitation, concurrency level, and parallel level,
and their interactions. The objective of a full factorial experiment
is to create a set of test scenarios (namely, a test plan) that can
separate out the impact of specific variables from that of a group
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TABLE I
EXPERIMENTAL PLAN FOR THE FIRST STAGE

of variables. In the factorial experiments, we consider two levels
for each factor.

Table I shows the plan for the first stage of the experiment.
The second to fourth columns denote the stress levels of the
influencing factors. The last column represents the number of
replicates of each stress condition. Since there are two levels
for each factor, a total of 23 (8) combinations are required to be
tested. We use High and Low to denote the high stressed level
and low stressed level for memory limitation and concurrency
level, and use Multiple and Single to denote multiple level and
single level for a parallel level factor. Taking into account the
statistical error, in this stage, the experiment under each stress
condition is repeated five times, which is calculated according
to the algorithm in [21], for a total of 8 × 5 (40) replicates for a
given application.

Based on the data obtained in the first stage of the factorial
experiment, the s-effects [21] of each influencing factor and
their interactions are analyzed to determine which influencing
factors have significant impacts on accelerating the occurrence
of data race failures. We conclude that an influencing factor
has significant s-effects if its absolute value is greater than the
α = 0.05 significant value obtained by Lenth’s method [27]. The
optimized conditions are determined by comparing the means
of the experimental results under the eight stressed conditions.
The analysis results are shown in Section IV-A.

2) Second Stage of the Experiment: We adopt the single-
factor DOE [21] to learn the relationship model between
TTF/MTTF and one of the two influencing factors, i.e., mem-
ory limitation and concurrency level. Through the relationship
model, we can obtain the rate of change of the TTF/MTTF with
respect to influencing factor settings and then can predict the
TTF/MTTF in other target settings. Because the applications
we focused on are not high-performance-computing (HPC) ap-
plications, which perform complex algorithms on huge data sets
and usually need dozens of processors in different clusters [28];
thereby, most of the applications are running on a single com-
puter machine with a discrete, limited processors, in contrast
to other factors, which are continuous and have wide ranges of
values. It is infeasible to employ the number of processors as an
explanatory variable for TTF/MTTF. Therefore, the relationship
model for the parallel level factor is not explored in this paper.

The stress loading strategy, including the number of stress
levels, sample sizes, and settings for each level, is in the next
step. In this paper, for each factor, we design 6 stress levels and
perform 15 replicates for each level, for a total of 2 × 6 × 15

(180) replicates for each application. Because the settings for
each level are dependent on the applications, we explain the val-
ues of the settings in Section III-D along with the experimental
applications.

For the data obtained in the second stage of the experiment,
we first use the nonparametric ANOVA, in terms of the Kruskal–
Wallis test [29], to determine whether the distribution of TTF
changes with the settings of the memory limitation or concur-
rency level. We conclude that the distribution changes signif-
icantly if the p-value of the Kruskal–Wallis test is less than
α = 0.05. Moreover, the specific variation function is explored
in the regression analysis phase.

3) MTTF Regression Model Study: We apply least-squares
regression method to analyze the relationship model between
the MTTF variable and the influencing factor explanatory vari-
ables. Four types of candidate relationship models, namely Lin-
ear model, Exponential model, Logarithmic model, and Power
model, [19], [20], [30], [31], are tested to determine the best-
fitting model by comparing their goodness of fit (GoF) statistics.
According to the central limited theorem [32], the mean of a
large number of independent and identically distributed random
variables tends to follow a Normal distribution. Therefore, in
the regression analysis, we assume that the MTTF follows a
Normal distribution. The analysis details will be described in
Section IV-B.

The mathematical forms of the four candidate relationship
models are given as follows:

Linear model: T = β0 + β1S
Exponential model: T = β0e

β1 S

Logarithmic model: T = β0 + β1 log(S)
Power model: T = β0S

β1

where T denotes the s-expectation of the response variable, i.e.,
the MTTF variable, S denotes the explanatory variable, which
is the memory limitation variable or concurrency level variable
in this paper, β0 denotes the intercept parameter, β1 denotes
the coefficient parameter, and log(·) is the natural logarithm
function.

4) TTF Regression Model Study: In this paper, we use the
s-maximum-likelihood estimation to analyze the relationship
between TTF and the influencing factor variables. According to
the s-maximum-likelihood estimation procedure [19], [20], we
first study the local distribution of TTF under a certain influ-
encing factor setting and then study the overall distribution of
TTF under a whole group of influencing factor settings. Finally,
we calculate MTTF from probability density function (pdf) of
TTF. The details of the three analysis steps are described in
Section IV-C.

C. Experimental Subjects

In this section, we will briefly introduce the software appli-
cations used in our experiments.

1) Airline and Account: They are two applications and are
widely used as benchmarks for evaluating the validity of data
race bug detection techniques [33], [34]. Airline provides the ser-
vice of selling tickets for an airline cooperation. The data race
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TABLE II
EXPERIMENTAL APPLICATIONS AND EXPERIMENTAL SETTINGS FOR THE FIRST STAGE

bug in Airline is caused by an unprotected shared Boolean vari-
able, known as StopSales, which indicates whether the tickets
are sold out. Similar to Airline, Account contains an unprotected
field in a class, known as PersonalAccount, which represents a
personal account in a bank. We use the try-exception trick to
capture the exception caused by the data race bug, which ends
the application. To eliminate the possibility of misjudging, we
assert the applications’ exit number to make sure the failure is
caused by data race.

2) MySQL: It is a popular open-source database manage-
ment software system. We select a workload that can trigger
a data race bug indexed by #38691 in the MySQL bug re-
port website [35]. The bug is an incomplete implementation
of managing locks for multiple tables in the function named
mysql_multi_update_prepare(). The failure is determined by its
ERROR numbers logged in log files, which is 2013.

3) Mozilla: It is downloaded from the test benchmark of
Radbench [36], and is a part of Mozilla SpiderMonkey (the
Firefox JavaScript engine). The data race bug can be triggered
when the garbage collector releases the resources used by other
threads, which cause a null pointer reference crash. As a result,
we assert the data race failure by monitoring a segmentation
fault [22], whose exit (or error) code is 139.

4) Pbzip: It is the parallel version of bzip2, which is a file
compressor, and has been studied in the literature [7]. The ver-
sion number of Pbzip tested in this paper is 2-0.9.4. During the
execution of the application, concurrent consumer threads are
spawned to compress a target file. However, the main thread
may release shared resources while its consumer threads are not
completed, which cause a segmentation fault crash. Therefore,
this failure can be confirmed by the application’s exit code, 139.

5) Memcached: It is an open-source, distributed memory
object caching system that is intended to increase the speed of
dynamic web applications by alleviating database loads. The
version we studied is indexed by 1.4.4 [7], [36]. Failure oc-
curs when two or more clients are concurrently modifying a
cached item, and one of them may release the item when other

threads are using it. For this application, we first start the Mem-
cached server and then spawn concurrent clients to increase
modification of the cached items. The failure can be asserted by
comparing the computed values with the expected values.

D. Experimental Setup

Our experiments are conducted on a virtual machine with
1 GB RAM, the Ubuntu 14.04 OS, gcc 4.8.4, and JDK 1.8.0_91.
The hardware system includes an Intel core i7-3770S 3.1 GHz
four CPUs, 8 GB RAM. Since many applications and samples
are tested, the virtual machine can effectively and efficiently
replicate the same testing operating environments for different
applications.

According to the experimental procedure shown in Fig. 1,
we set up the two stages of the experiments for six applica-
tions. Table II summarizes the experimental applications and
the experimental settings for the first stage. The second column
presents a brief description of the applications’ functionalities
and features. The third column shows the workload formats re-
quired to reproduce the data race failures. The fourth column
presents the influencing factors to be utilized. The fifth and
sixth columns present the settings of the High level and Low
level. The seventh column shows the mRSS [23] obtained for
the loaded workloads. mRSS indicates that the maximum physi-
cal memory is used by performing the given workload. We treat
the mRSS as the boundary between the High stressed and Low
stressed memory limitation levels. High stressed values are ex-
pected to be less than the mRSS to constrain memory resources
and to trigger more page faults. By contrast, Low stressed val-
ues should be larger than mRSS to cause little or no unnecessary
page faults. The last column shows the number of maximum
workload repetition times.

Table III summarizes the experimental settings for the second
stage. The second and third columns show the six stress levels’
values, which are determined by experimental analysis of the
first stage as described in Section IV-A. The last column shows
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TABLE III
EXPERIMENTAL SETTINGS FOR THE SECOND STAGE

the number of replicates for each stress level. In the following,
we further introduce the setup of our experiments in terms of
five components.

1) Workload: In a stress testing replicate, we iteratively load
a fixed workload to a target application. This strategy has been
widely adopted in the testing of data race failures [5], [37]. The
workload utilized is provided by the bug reporters or bench-
mark creators and may cause an observable and automatically
detectable failure.

2) Response Variable (or TTF): Instead of using the clock
time directly, we use the number of workload repetitions before
the manifestation of a data race failure as the response variable
to measure the TTF for an application, which can greatly reduce
the cost of recording and is widely used in research [16], [17],
and [18]. Note that the repetition number and the clock time
can reciprocally transform into each other given the average
workload performance time.

The observed data for the responsible variable data can be
divided into two types. The first type is known as complete data
[19], which are generated when a test ends upon observing a data
race software failure. The second type is called censored data
[19], which are collected when a test ends without observing a
failure before the maximum repetitions are reached.

3) Memory Limitation Settings: It is implemented by limit-
ing the gross physical memory size that a process can access
to a predefined value by a tool cgroup [38]. To avoid the harsh
memory thrashing problem, the memory limitation value should
set to be larger than 30% of mRSS, which can be obtained by
the Linux tool called /usr/bin/time. As shown in Table II, in
the first stage, the High stressed level is configured to a value
between 30% and 60% of an application’s mRSS, and the Low
stressed level is then configured to a value greater than mRSS to
minimize the effects caused by strained RAM resources. In the
second stage, we have a uniform selection of six values around
the value representing High, as shown in Table III.

4) Concurrency Level Settings: For Airline, Account, and
Pbzip, the concurrency level settings can be implemented
by setting their input parameters. For MySQL, Mozilla, and

Memcached, their concurrency levels are controlled by chang-
ing the number of connecting clients. As shown in Table II, in
the first stage, the values of the Low and High levels are set
according to the applications’ specifications. Since the data race
bugs we tested are very hard to reproduce with the concurrency
level reported, we then use the number in provided bug repro-
duction script as the Low level, such as 2 or 10. Since too large
concurrency could lead to out-of-memory errors and block the
OS for a long time, for High level, we first select a large num-
ber and gradually decrease that number until no out-of-memory
errors or blocking problems. At the second stage, we have a
uniform selection of six values between the values representing
the Low level and the High level. For example, for Memcached,
we set the High level to 50 and the Low level to 5 for the first
stage of experiment. Moreover, the settings for its second stage
are set to 5, 10, 20, 30, 40, and 50, as shown in Table III.

5) Parallel Level Settings: The factor setting is implemented
by configuring the number of processors for a virtual machine.
In the first stage, the number of processors is set to 2 for Multiple
level and 1 for Single level.

IV. EXPERIMENTAL RESULTS AND ANALYSIS

In this section, we use statistical methods to analyze the col-
lected experimental data and attempt to study the following three
research questions.

RQ1: Whether the influencing factors have impacts on the
MTTF?

RQ2: What is the relationship model between the MTTF and
the influencing factors?

RQ3: What is the relationship model between the TTF and
the influencing factors?

According to the research questions studied, the analyses are
organized into three parts, and seven findings are presented in
the process of discussion.

A. Answer for RQ1

For a better explanation, we divide the impact analysis and
findings into two parts according to their stages.

1) Analysis and Findings in the First Stage: The s-effects
analysis method in the literature [21] was employed to analyze
data collected in the first stage (see Table I) for each applica-
tion. For all to-be-examined factors, we first assume that there
is a linear regression model between them and the failure time
data. Then, the s-effects or coefficients for each factor and their
interaction can be calculated by solving a set of linear equations
with respect to the eight treatments, whose algorithms can be
found in [21]. Second, we need to perform an ANOVA F test
to test the hypothesis of whether the s-effects are statistically
significant for the regression model, and we adopt α = 0.05 as
the threshold. Note that the linear regression model assumption
is just a coarse assumption applied to filter significant influenc-
ing factors, and a more precise model will be obtained through
the second stage analysis. Fig. 2 illustrates the absolute values
of the s-effects of both influencing factors and their interactions
for six experimental applications. The red dashed reference line
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Fig. 2. Absolute values of s-effects for both influencing factors and their interactions of six experimental applications. (a) Airline. (b) Account. (c) MySQL.
(d) Mozilla. (e) Pbzip. (f) Memcached.

denotes s-significant value of α = 0.05, indicating whether the
factor has a significant impact.

Finding #1: All three proposed influencing factors can be
used in stress testing to reduce the expected time to data race
failure for the experimental applications.

Fig. 2 shows that at least one of the three influencing factors
has a greater absolute s-effect values than the significant value
for each application. Specifically, parallel level has significant
impacts on five of six applications and has the largest magnitude
of s-effects for Airline, Account, MySQL, and Memcached ap-
plications, indicating the large effectiveness of the failure time
reduction for their data races. Concurrency level has significant
impacts on five of six applications and is the factor with the
largest s-effects on Account, MySQL, and Pbzip applications.
Memory limitation affects four of six applications and has the
largest s-effects on Mozilla and Pbzip applications.

Additionally, we observe that an influencing factor may not
affect a certain application. For example, for Pbzip application,
the value of s-effects of parallel level is around 1.50, which is
less than its s-significant value, 2.04, indicating that the multiple
processors setting does not have a statistically significant impact
on the probability of triggering its data race bug. By analyzing
the codes or configurations of some applications, we find that the
settings of the applications may shield the impact of the influenc-
ing factors. For example, the configuration of some applications
can implicitly constrain the number of concurrent users allowed,
which limits the influence of the concurrency levels. According
to the documentation of Memcached [39], although its default
maximum number of threads can be configured, unexpectedly,
it adopts a different user connection service mechanism. One
thread can simultaneously serve several connections because of
their low memory costs; however, the expectations are that one
user connection is handled by one thread/process, such as in the

Apache server software. The special Memcached service pattern
can shield the concurrency level factor.

Optimized condition of stress testing was determined by ana-
lyzing the mean value of the response variable of the first stage
of experiments. Under the optimized condition of stress testing,
the time to data race failure is expected to be reduced the most.
We tested eight different conditions, known as EXP1 to EXP8
for the first stage. Table IV presents the mean values of the
response variable under the eight experimental conditions for
six applications. The float number in each cell represents the
value calculated by (1), and the symbol (censored) denotes that
no failure is observed under the corresponding stress settings
before the maximum repetitions are reached, and the bold font
is used to emphasize the smallest value

t̄i =

∑ni

j tij

ni
(1)

where t̄i denotes the mean value of the response variable (or
MTTF) under the ith stress conditions, ni denotes the number
of observed samples under the ith stress condition with casting
off the censored ones, and tij denotes the observed response
variable value for the ith stress condition and the jth replicate.

Finding #2: The stress testing condition, 〈High memory lim-
itation, High concurrency level, Multiple parallel level〉, is the
optimized condition that minimizes the time to data race failure.

According to Table IV, the mean values of the response
variable for EXP8 are much smaller than those of the
other stress conditions. For Account, MySQL, and Mem-
cached, their mean values, which are 144.4, 5.0, and 39.0,
respectively, are the smallest among the eight tested condi-
tions. For the other three applications, i.e., Airline, Mozilla,
and Pbzip, their corresponding mean values of the re-
sponse variable for EXP8, which are 9.8, 546.8, and 1608.0,
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TABLE IV
MEAN VALUES OF RESPONSE VARIABLE IN THE FIRST STAGE OF EXPERIMENTS

respectively, are the second largest. For experimental condi-
tion EXP1, all cells are filled with (censored) symbols, indi-
cating that no failures are detected for all the tested applica-
tions. Because the stress testing condition EXP1 is 〈Low mem-
ory limitation, Low concurrency level, Single parallel level〉,
which is expected to be the nonstressed working environment,
we can conclude that data race failures are difficult to manifest
under normal operational conditions. For the other six exper-
imental conditions, i.e., EXP2–EXP7, the expected data race
failures can be observed before the maximum number of rep-
etitions, indicating that using only one of the three influencing
factors for the stress testing can accelerate the occurrence of the
data race failures of the applications.

2) Analysis and Findings in the Second Stage: We adopted
the nonparametric ANOVA, known as the Kruskal–Wallis test
[29], to analyze the data collected from the second stage. We
tested two hypotheses for two groups (six levels for each) of data,
i.e., memory limitation group and concurrency level group, for
each application. If the Kruskal–Wallis test’s p-value is less than
0.05, we reject the null hypothesis. The two hypotheses are as
follows.

1) Hypothesis 1: The TTF of each subject is not affected by
the different levels of memory limitations.

2) Hypothesis 2: The TTF does not change with the variation
in concurrency levels.

Table V summarizes the Kruskal–Wallis test analysis results
for the two hypotheses. The third column, N, denotes the number
of replicates observed with casting off the censored data. The
fourth and fifth columns, H and DF, denote the Kruskal–Wallis
statistics and the s-degree of freedom, respectively. The last
column shows the Kruskal–Wallis test’s p-values.

Finding #3: The MTTF varies with different influencing fac-
tor settings. In addition, the variations caused by different factors
for the same data race suffering application are different.

According to Table V, it is clear that all the applications reject
at least one hypothesis, indicating that their MTTFs are sensi-
tive to the influencing factor settings, i.e., memory limitation
and concurrency level. First, for the memory limitation variation
study, Airline, Account, and Pbzip applications’ p-values, which
are 0.018, 0.001, and 0.001, respectively, are less than 0.05, in-
dicating that the MTTFs for these three applications vary with
the setup of the physical memory set sizes [23]. Second, for the
concurrency level variation study, Account, MySQL, Mozilla,
Pbzip, and Memcached applications’ p-values, which are 0.001,
0.001, 0.001, 0.001, and 0.002, respectively, are smaller than

TABLE V
KRUSKAL–WALLIS TEST ANALYSIS RESULTS

0.05, indicating that the MTTFs for these three applications are
varying with the concurrent clients/users number setup. Four
groups have p-values greater than 0.05, which indicates the
small variance among different influencing factor settings. This
could be caused by some special mechanisms inside the ap-
plication, which makes the application insensitive to the stress
factor. For example, Memcached serves multiple clients in one
thread. Therefore, having a better understanding of program’s
internal architecture can help in determining the accelerating
significance of an influencing factor.

Fig. 3 shows the boxplot of TTF (i.e., response variable) by
the setup of corresponding influencing settings. A total of eight
sensitive groups have p-values less than 0.05, and there are four
nonsensitive groups. We can observe that in memory limitation
subfigures, i.e., Fig. 3(a), (c), and (i), there are obvious upward
trends in the TTF with respect to the increasing of memory
limitation settings. By contrast, for subfigures illustrating the
impacts of concurrency level, i.e., Fig. 3(d), (f), (h), (j), and (l),
there are recognizable downward trends with increasing concur-
rency level. Moreover, Fig. 3(b), (e), (g), and (k) shows flatter
variations with different influencing settings, and we treat them
as nonsensitive groups. Based on these subfigures, we obtain an
overall, but rough, understanding of the relationship between
response variable and influencing factors. In the following two
sections, we present the analysis procedures and findings for
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Fig. 3. Sample values of the response variable (or TTF) by influencing factors for six applications. (a) Airline by memory limitation. (b) Airline by concurrency
level. (c) Account by memory limitation. (d) Account by concurrency level. (e) MySQL by memory limitation. (f) MySQL by concurrency level. (g) Mozilla by
memory limitation. (h) Mozilla by concurrency level. (i) Pbzip by memory limitation. (j) Pbzip by concurrency level. (k) Memcached by memory limitation. (l)
Memcached by concurrency level.

the MTTF and TTF regression models and further formalize the
relationship model for the purpose of estimation.

B. Answer for RQ2

For this research question, we tested four types of relation-
ship models, i.e., Linear model, Exponential model, Logarithmic
model, and Power model; the mathematical models are shown
in Section III-B3. The data analyzed were the eight groups of
response variables from the second stage shown in Fig. 3. We
adopted the least-squares regression to estimate model param-
eters and adopted the s-R-squared and s-R-squared adjust as
the GoF indicators [40]. For the s-R-squared and s-R-squared
adjust, larger values indicate better fit.

Table VI summarizes the GoF statistics and the fitting results.
The second column shows the statistically significant influenc-
ing factor for each application. The third to tenth columns show
the s-R-squared and s-R-squared adjust statistics for four types
of relationship models. The last column presents the best-fitting
MTTF regression models with respect to the explanatory vari-
ables, where ML denotes maximum limitation variable and CL
denotes concurrency level variable.

Finding #4: Power model best fits the relationship between
MTTF and the influencing factor explanatory variable.

According to Table VI, the Power model provides either the
largest or the second largest values of s-R-squared and s-R-
squared adjust statistics for the eight groups, and the GoF values
are all greater than 80% except for that of Airline application,
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TABLE VI
MTTF REGRESSION ANALYSIS RESULTS

indicating the accuracy of the utilized regression models. By
contrast, the best-fitting model for Account and Mozilla is Expo-
nential model, and their corresponding GoF values are all greater
than 87.1%. The values corresponding to the Power model are
all greater that 80%, indicating that the Power model can also
be used to describe the relationship. In the following, we show
the regression lines along with the response variable values with
respect to the memory limitation settings and concurrency level
settings.

1) By Memory Limitation Settings: Figs. 4(a) and (d) and
5(a) show the regression lines of the logarithmically transformed
MTTF, i.e., MTTF (transformed), with respect to the loga-
rithmically transformed memory limitation variable, i.e., ML
(transformed), for Airline, Account, and Pbzip, respectively. In
the subfigures, the squared dot denotes the transformed MTTF,
which is calculated by (1), the line denotes the regression line,
whose mathematical formula is shown in the last column of
Table VI, and the natural logarithmic coordinates are used for
better illustration. In the subfigures, we can observe that the dots
scatter around the best-fitting lines, indicating the high accu-
racy of the regression analysis and the sufficiency of the utilized
candidate models.

On the other hand, for the trends of the MTTF variations, we
can observe that the regression lines for memory limitation fac-
tor all have positive slope magnitudes, i.e., 0.4782, 1.044, and
2.426, confirming that the expected time to data race failures
can be reduced by decreasing the memory limitation settings.
In addition, the slope magnitudes differ among the applications,
indicating that some applications are more sensitive to the mem-
ory limitation settings. In our opinion, the differences are caused
by the different memory usage intensities among applications.
For example, although Pbzip and Memcached have almost the
same number of lines of instructions, Pbzip requires much more
memory to run, i.e., approximately 37 360 KB compared to
3498 KB for Memcached (see Table II). Thus, according to this
observation, we can have an implication that memory limitation
is more likely to accelerate the applications that have a larger
memory usage intensity.

2) By Concurrency Level Settings: Figs. 4(g) and (j) and
5(d) and (g) illustrate the regression lines of the logarithmically
transformed MTTF, i.e., MTTF (transformed), with respect to
logarithmically transformed concurrency level variable, i.e., CL

(transformed), for Account, MySQL, Pbzip, and Memcached,
respectively. Similarly, the regression lines’ mathematical for-
mulas are shown in the last column of Table VI. Fig. 4(m)
shows the regression line of transformed MTTF with respect
to concurrency level variable for Mozilla application. For these
five subfigures, all the dots scatter around the regression lines,
indicating the tightness of the regression analysis.

The trends of the MTTF variations are opposite to those for
memory limitation settings, and the regression lines have nega-
tive slope magnitudes of −0.8878, −2.075, −0.1414, −4.780,
and−0.5705, respectively. These slope values support the obser-
vation that the expected time to data race failure can be reduced
by increasing the concurrency level.

C. Answer for RQ3

For this research question, we explored the relationship model
between TTF and the influencing explanatory variables, i.e.,
memory limitation and the concurrency level, by maximum-
likelihood estimation [20]. Two steps are included in maximum-
likelihood estimation to make the exploration. First, a probabil-
ity distribution with unknown parameters is constructed for the
collected data. Second, those unknown parameters are estimated
by maximizing the samples’ (log-) likelihood function, which
requires the assumed distribution’s pdf and cdf. Compared to the
least-squares estimation, maximum-likelihood estimation can
handle censored observations and Non-Normal assumed distri-
butions, such as Weibull distribution. The assumed distribution
model for a TTF random variable is constructed by combin-
ing the relationship model and the local distribution model into
an integrated model. Since we use influencing factor S as the
explanatory variable for the regression model, the TTF can be
expressed in a general form of (2).

t(s) = μ(s) + σ · ε (2)

where μ(s) denotes the s-expectation when S = s and is also
known as the relationship model between the influencing factor
and the response variable (or TTF), σ denotes the scale param-
eter, and ε denotes the random item. From this equation, we
known that ε determines the randomness of TTF when the influ-
encing factor is set to be a certain value s and also determines
TTF’s distribution model. The distribution for ε is known as the
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Fig. 4. TTF/MTTF regression results by influencing factors for six applications (part 1). (a) Airline MTTF regression by ML. (b) Airline TTF regression by ML.
(c) Airline TTF s-standardized residuals plot by ML. (d) Account MTTF regression by ML. (e) Account TTF regression by ML. (f) Account TTF s-standardized
residuals plot by ML. (g) Account MTTF regression by CL. (h) Account TTF regression by CL. (i) Account TTF s-standardized residuals plot by CL. (j) MySQL
MTTF regression by CL. (k) MySQL TTF regression by CL. (l) MySQL TTF s-standardized residuals plot by CL. (m) Mozilla MTTF regression by CL. (n) Mozilla
TTF regression by CL. (o) Mozilla TTF s-standardized residuals plot by CL.
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Fig. 5. TTF/MTTF regression results by influencing factors for six applications (part 2). (a) Pbzip MTTF regression by ML. (b) Pbzip TTF regression by ML.
(c) Pbzip TTF s-standardized residuals plot by ML. (d) Pbzip MTTF regression by CL. (e) Pbzip TTF regression by CL. (f) Pbzip TTF s-standardized residuals
plot by CL. (g) Memcached MTTF regression by CL. (h) Memcached TTF regression by CL. (i) Memcached TTF s-standardized residuals plot by CL.

local distribution, and TTF’s distribution is known as the overall
distribution model.

Based on the data we collected in the second stage exper-
imental data, we first figure out the local distribution. Then
based on (2), we second construct the overall model associated
with relationship candidate models. With the help of maximum-
likelihood estimation, we calculate the unknown parameters and
GoF statistics and determine the best-fitting model among the
candidates. In the following, we will divide the analyses and
findings into two parts according to the steps of the analysis
procedure as presented above for each application.

Step 1: Local distribution analysis
According to the analysis conducted in Section IV-A, there

were eight groups (six settings for each) of sensitive data as
shown in Fig. 3. Therefore, a total of 48 sets of responsible
values under different settings were used. In this part, we tested
four candidate distribution models: Weibull distribution, Log-
Normal distribution, Exponential distribution, and Normal dis-
tribution, whose pdf and s-mean (or MTTF) formulas are shown
in (3)–(10). We applied the Anderson–Darling (AD) adjusted
[41] statistic as the GoF. For the AD statistic, values closer to
zero indicate better fit.

1) Weibull distribution

f(t) =
β

η

(
t

η

)β−1

e−( t
η )β

(3)

MTTF = η · Γ
(

1 +
1
β

)

(4)

where β denotes the shape parameter, η denotes the scale
parameter, and Γ(·) denotes the gamma function.

2) LogNormal distribution

f(t) =
1√

2πσt
e−

1
2 ( lo g ( t )−μ

σ )2

(5)

MTTF = exp
(

μ +
1
2
σ2

)

(6)

where μ denotes the location parameter, σ denotes the
scale parameter, and exp(·) denotes the exponential
function.

3) Exponential distribution

f(t) = λe−λt (7)

MTTF =
1
λ

(8)
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TABLE VII
LOCAL DISTRIBUTION ANALYSIS RESULTS

where λ denotes the rate parameter.
4) Normal distribution

f(t) =
1√
2πσ

e−
1
2 ( t−μ

σ )2

(9)

MTTF = μ (10)

where μ denotes the location parameter and σ denotes the
scale parameter.

Table VII summarizes the AD statistics of the four distri-
butions for the 48 sets of responsible values under different
settings. We highlighted the smallest and the second smallest
values with bold font.

Finding #5: Weibull distribution model best fits for the TTF
distribution model of data race failures.

According to Table VII, we observe that the column repre-
senting Weibull distribution presents the largest proportion (47
of 48 settings) of the smallest or second smallest AD statistics,
followed by LogNormal (22 of 48), Exponential (18 of 48), and
Normal (9 of 48) distribution columns. In addition, from the per-
spective of a single application, Weibull distribution also sees
the largest proportion.

Steps 2 and 3: Overall distribution model analysis and MTTF
calculation

For the maximum-likelihood estimation, we first constructed
the mathematical forms of the overall distribution models by
combining the local distribution model with the relationship
models, according to the overall model integrating algorithms
described in the literature [20]. Because the fittest distribution
for the applications was Weibull distribution, we obtained two
types of candidate overall models, i.e., Exponential Weibull dis-
tribution model and Power Weibull distribution model, whose
pdfs are shown by (11) and (12), respectively. We applied the
s-standardized residuals plot [20] as the GoF indicator for each
group of samples.

Then, for the overall model candidates, the maximum-
likelihood estimation was used to estimate the unknown pa-
rameters. The s-residuals are the difference values between the
prediction values and the observations. After standardization
according to [20], the s-standardized residuals should look like
the samples of random variable ε. For example, when the local
distribution is Weibull distribution, whose logarithmic transfor-
mation random variable is Smallest Extreme Value distribution
[20], the expected s-standardized residuals should look like the
samples of the standardized Smallest Extreme Value random
variable. Then, if the s-standardized residuals cluster around the
probability function line and fall in 95% confidence interval (CI)
lines, we say the regression model is adequate.

1) Exponential Weibull distribution model

f(t;S = s) =
1

σβ0eβ1 s

(
t

β0eβ1 s

) 1
σ −1

e
−

(
t

β 0 e β 1 s

) 1
σ

(11)
which is obtained by setting β as 1/σ and setting η as
β0e

β1 S (Exponential model) for (3).
2) Power Weibull distribution model

f(t;S = s) =
1

σβ0sβ1

(
t

β0sβ1

) 1
σ −1

e
−

(
t

β 0 s β 1

) 1
σ

(12)

which is obtained by setting β as 1/σ and setting η as
β0S

β1 (Power model) for (3).
Where s denotes a value of S influencing factor variable, which
is a value of memory limitation setting or concurrency level set-
ting, and t denotes a value of the TTF. By comparing the fitting
results of overall model candidates, we found the following two
findings.

Finding #6: Power Weibull distribution model best fits the
relationship between TTF and the influencing factor explanatory
variable.
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TABLE VIII
TTF REGRESSION ANALYSIS RESULTS

Finding #7: The MTTF and TTF can be accurately esti-
mated by using the proposed influencing factors as explanatory
variables.

In the following, we present the details of the analysis. Ta-
ble VIII summarizes the regression results of the best-fitting
overall model, where β0 , β1 , and σ are the model parameters of
the overall distribution pdfs described in (11) and (12).

According to Table VII, Weibull distribution was the best-
fitting distribution for Airline, Account, MySQL, Pbzip, and
Memcached applications. We found that the Power Weibull dis-
tribution had better fitness than that of the Exponential Weibull
distribution for corresponding values of the response variable
analyzed. The estimated model parameters, in terms of β0 ,
β1 , and σ, and their s-confidence intervals (CI) are shown in
Table VIII.

Figs. 4(b) and (e) and 5(b) show the logarithmically trans-
formed TTF’s 90th, 50th, and 10th percentile lines with respect
to the logarithmically transformed memory limitation variable
for the Airline, Account, and Pbzip applications, where the dots
denote the values of the response variable collected from the
second stage for memory limitation factor. In these subfigures,
most of the dots fall within the 90th and 10th percentile lines,
indicating the high accuracy of the regression analysis. More-
over, there are clear upward trends and different magnitudes
of slope among applications, which supports the findings in
Section IV-B.

Figs. 4(c) and (f) and 5(b) compare the s-standardized residu-
als plot of the memory limitation experiments with the standard-
ized Smallest Extreme Value distribution for Airline, Account,
and Pbzip applications, respectively. In these figures, the red

lines denote the probability function line and its 95% CI for
standardized Smallest Extreme Value distribution, and the blue
points denote the calculated s-standardized residuals. Accord-
ing to the subfigures, we can observe that most s-standardized
residuals fall into the 95% CI lines, indicating the good accuracy
of the Power Weibull distribution model.

The MTTFs for Airline, Account, and Pbzip influenced by
ML, memory limitation variable, can be calculated according to
(4), and the specific forms are given by the following equations:

MTTFAirline(ML) = 0.956395 × e−2.18789 × ML0.507753

(13)

MTTFAccount(ML) = 0.992070 × e−4.69646 × ML1.07249

(14)

MTTFP bzip(ML) = 1.019086 × e−4.69499 × ML2.51977 .
(15)

Figs. 4(h) and (k) and 5(e) and (h) show the logarithmically
transformed TTF’s 90th, 50th, and 10th percentile lines by the
logarithmically transformed concurrency level variable for the
Power Weibull distribution, along with collected response val-
ues. It can be observed that most of the dots fall within the 90th
and 10th percentile lines, indicating the high accuracy of the re-
gression analysis. In contrast to the case for memory limitation,
the percentile lines show obvious downward trends.

Figs. 4(i) and (l) and 5(e) and (h) show the s-standardized
residuals plot with respect to the standardized Smallest Extreme
Value distribution for Account, MySQL, Pbzip, and Memcached
applications. Most of s-standardized residuals scattered within
the 95% CI lines, indicating the good accuracy of the overall
distribution model.

In addition, the MTTFs for Account, MySQL, Pbzip, and
Memcached by CL, concurrency level variable, can be calcu-
lated according to (4), and their specific forms are given as
follows:

MTTFAccount(CL) = 0.977654 × e7.56417 × CL−0.88832

(16)

MTTFM ySQL (CL) = 1.050109 × e12.5242 × CL−1.93619

(17)

MTTFP bzip(CL) = 0.910052 × e39.6112 × CL−4.91551 (18)

MTTFM emcached(CL) = 0.936195 × e5.83177CL−0.60390 .
(19)

For Mozilla application, the overall distribution model is Ex-
ponential Weibull distribution (11). According to Table VII, the
best-fitting distribution for concurrency level factor is Weibull
distribution, whose pdf is given by (3). Compared with Power
Weibull distribution model, Exponential Weibull distribution
model fits the values of the response well. The model’s pa-
rameters, in terms of β0 , β1 , and σ, and their CIs are shown
in Table VIII. Fig. 4(n) shows the logarithmically transformed
TTF’s 90th, 50th, and 10th percentile lines with respect to
the transformed concurrency level settings for Exponential
Weibull distribution. The subfigure shows that most of the
dots fall within the 90% and 10% percentile lines. Fig. 4(o)
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shows the s-standardized residuals plot with respect to the stan-
dardized Smallest Extreme Value distribution. Since all of the
s-standardized residuals fall into the 95% CI lines, we can con-
clude that Exponential Weibull is accurate.

The MTTF for Mozilla by its CL, concurrency level variable,
is obtained by (4), and is given as follows:

MTTFMozilla(CL) = 1.019113 × e12.0311−0.14866×CL. (20)

Discussion: What are the relations between the MTTF formu-
las obtained in Section IV-B, and those in this section? Two types
of MTTF formulas are obtained in this paper. In Section IV-B,
the MTTF formula (see Table VI) is estimated with the mean
values of the response variable, which require a large number
of samples to support the correctness of the statistical result
considering the central limit theorem’s prerequisite conditions.
Comparatively, in Section IV-C, the MTTF formula is calculated
based on the TTF’s pdf, which requires the prior knowledge of
the TTF’s distribution model. Although the MTTF formulas
are obtained in two ways, we have the following two observa-
tions. First, the corresponding applications’ MTTF mathemati-
cal forms are all the same. For example, for Airline application,
its MTTFs are both in the form of Power model. Second, the
differences between the corresponding intercept parameters and
the corresponding slope parameters for the six applications are
quite negligible.

On the basis of above two observations, we obtain the follow-
ing implication. If the number of samples is sufficiently large,
the MTTF can be estimated by the mean values of the response
variable as shown in Section IV-B, which is easier to calculate.
If the samples are hard to be collected to support a statisti-
cal analysis, the MTTF could be more accurately estimated by
taking advantage of the prior knowledge of the TTF’s distri-
bution model, which is a Weibull distribution as presented in
Finding #4.

V. THREATS TO VALIDITY

In this section, we will discuss the threats to validity from
two aspects.

A. External Validity

Although we perform our empirical studies on six different
applications suffering from real data race failures, we still cannot
claim that the effectiveness of our findings can be generalized
to all software. However, to ensure the generalizability, we se-
lect the applications from four different repositories, namely
SIR [34], Radbench [36], SCTbenchmark [37], and MySQL bug
website [35]. The applications cover different working scenar-
ios, e.g., desk applications (Pbzip and Mozilla), server programs
(MySQL and Memcached), and business software (Airline and
Account). Additionally, our applications cover three common
programming languages, C (Memcached), C++ (Pbzip, MySQL,
and Mozilla), and Java (Airline and Account). Considering these
three languages have different primitive mechanisms to accom-
plish synchronization for concurrent threads, we believe that the
findings obtained from the selected applications can be applied
extensively for a wide range of situations.

The applications we tested are deployed on a single machine;
thereby we cannot claim that all findings are suitable for appli-
cations deployed on HPC systems [28], such as on clouds. The
HPC applications deal with huge sets of data and complex algo-
rithm on hundreds of computers. However, the concurrency level
and parallel level should also be used for the accelerating factors
for HPC applications. Because high number of clients should
increase the complexity of scheduling results; High number of
deployed machines should increase the probability of modify-
ing the unprotected shared resources simultaneously. Therefore,
taking into account the synchronization mechanism similarities
between the desktop/server and HPC applications, we may be
able to generalize part of our findings, for example, Finding #1,
#2, #3, and #5, to HPC applications.

B. Internal Validity

Since the time to a data race failure relies strongly on the
schedulers’ scheduling results, which can be impacted by other
running processes spawned by the OS or other concurrent run-
ning applications, the current testing environments are another
threat. To alleviate this problem, we perform three operations
in our experiments to minimize the influences. First, we man-
ually reboot the machine after the samples are collected from
different stress settings. Second, we add a break time between
two adjacent workload iterations under the same stress setting.
Because a process’s scheduling priority can be affected by its
preceding ones in the queue, we use the time break to minimize
this impact. Third, we will not perform any other unnecessary
tasks on the testing system during the experiment.

Using the virtual machines could contribute to another threat.
The side effects of using a virtual machine are the various un-
known configurations different from real machines. For exam-
ple, compared to a virtual machine, a real machine always has
faster I/O bandwidth for the same files and the same websites.
Those hidden differences could affect the scheduling results and
generate different TTF observations. However, such unknown
configurations cannot affect the influencing factors and their
relationship with TTF/MTTF. The influencing factors are se-
lected based on the motivation that they have physical impacts
on OS schedulers. The relationship model is a quantitative de-
scription of those impacts. The impacts, which are presented in
Section II, are independent of hardware machines. Therefore,
our findings can be applied to both virtual machine and real
machine scenarios. In addition, virtual machines are commonly
used as experimental platforms when studying reliability char-
acteristics, such as failure rate, for software failures caused by
data race bugs in previous studies, such as in [26] and [37].

VI. RELATED WORK

In this section, we review and associate our findings with
related work.

A. Data Race Fault Mitigation Techniques

Various approaches have been proposed to improve the ef-
ficiency and effectiveness of testing for flushing out data race
bugs. The studies [5]–[7], [42] concentrate on detecting data
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race bugs by explicitly controlling the OS’s scheduler, aiming at
covering all the possible schedule possibilities. A serious lim-
itation, despite considerable effort spent to overcome, is that
they are not suitable for large-scale systems because of their
complexity explosion and time overhead issues. The approach
of using stress testing by controlling programs’ external envi-
ronmental conditions is inspired by research works [26], [43],
and [44], in which the environmental-dependent bugs are dis-
cussed. Besides, the approach employed in this paper, which
is controlling programs’ environmental conditions, can effec-
tively alleviate the complexity and time overhead issues for
stress testing methods, compared with controlling OS’s sched-
uler. In this paper, Finding #1 confirms the effectiveness of using
environmental factors to increase the occurrence of data races.
Finding #2 presents an optimal combination of environmental
conditions, which can improve the efficiency of debugging and
reproducing race conditions.

However, even with these efforts, it is still necessary to deal
with potential failures caused by data race bugs, in particular
for a safety-critical system. Fault mitigation techniques are em-
ployed to handle the potential failures and improve systems’
dependability [11], [45]–[47]. A system always consists of dif-
ferent components. When component failures are detected by
the failure management part, the fault mitigation mechanism
should keep the failures from contributing to the hazard of the
whole system. Since different types of bugs can cause vari-
ous failure behaviors, fault mitigation methods are therefore
different. Based on their major failure behaviors, bugs can be
classified into bohrbugs and mandelbugs. Bohrbugs cause easy-
to-reproduce and deterministic software failures, whereas man-
delbugs cause hard-to-reproduce and nondeterministic failures.
To mitigate the potential failures caused by bohrbugs, N versions
or data diversity is adopted. However, due to the nondetermin-
istic failure behavior caused by mandelbugs, recovery strate-
gies can be used to eliminate the failures within a short period
[11], [12].

Recovery strategies take advantage of diversifying the failure
components’ working environment conditions, such as Restart,
Reboot, and Reconfiguration actions [12]. Those recovery meth-
ods, also known as the environmental diversity methods [11],
[12], can change the environmental conditions and affect the
activation process of data race bugs. Recovery approaches can
increase the availability for the whole system for two reasons.
First, without having to stop the machine to execute debugging
and repairing, the recovery actions can be accomplished in a
short time and let the system return to normal. Second, after
recovery and changing environmental conditions, the normal
operation time (or TTF/MTTF) is expected to be enlarged.

Failures caused by data race bugs, as typical examples of
mandelbugs, are expected to be alleviated with recovery strate-
gies. For example, when race conditions are detected by fault
management part [46], reconfiguring applications’ environmen-
tal conditions and retrying the failed inputs/workloads should
eliminate the failures. However, there is no formal evidence
to verify its feasibility. In this paper, Finding #3 provides
the statistical evidence for the environmental diversity meth-
ods because the TTF/MTTF varies with different environmental
conditions.

B. Stochastic Process Models and TTF/MTTF Estimation

For a given system, it is necessary to conduct quantitative
analysis to access the dependability metrics, such as safety,
reliability, and availability by building mathematical models.
The models should consider all the failures and fault mitigation
behaviors. Stochastic process models, such as CTMC, SMP,
Markov regenerative process (MRGP), and Petri Net, can reflect
complex system behaviors [13]. A stochastic process model in-
cludes multiple states and the associated transition time between
them. Given all the time parameters of consistent components,
the quantitative metrics can be calculated. For example, CTMC
models are constructed for IBM WebSphere SIP Applications
that are equipped with mandelbug mitigation methods.

To solve a stochastic model, the parameters of TTF/MTTF
(the transition time between states) for software need to be
known in the first place. However, the difficulty for failures
caused by data race bugs is that they are usually manifested
in a rather long time. How to accelerate testing process and
to estimate TTF/MTTF for hard-to-reproduce software failures
have always been a fundamental question to be solved. To the
state of the art, the literature of adopting ALT/ADT [19] tech-
niques have been proposed on solving the problem by focusing
on software failures caused by ARBs, which can cause accu-
mulation of errors and lead to system performance degradation
or crash problems [10]. For example, Matias et al. [16], [17]
first proposed and evaluated the method of using ALT/ADT to
reduce samples’ collection time and estimate the MTTF for a
web server system suffering from ARBs. Zhao et al. [18] stud-
ied the effectiveness of ALT approach on estimating MTTF by
injecting memory leaking bugs.

Motivated by the researches in [16]–[18], how to use
ALT/ADT techniques to test data race failures is a natural re-
search question. In this paper, we empirically study two critical
issues with the techniques, i.e., the influencing factors and their
relationship models with TTF/MTTF. Note that because the
processes of activating and propagating data race bugs are quite
different from that of memory leaking bugs [44], their influ-
encing factors cannot be shared. To the best of our knowledge,
this is the first paper focusing on using regression method to
reduce the data race failures’ TTF/MTTF estimation problem.
We propose memory limitation, concurrency level, and parallel
level as influencing factors. Then, we explore the relationship
models between TTF/MTTF and the influencing factors, which
are shown in Findings #4, #5, #6, and #7.

Given Finding #5, SMP, MRGP, and Petri Net [13], rather
than CTMC (the Exponential transition time distribution as-
sumption), should be considered as more precise and accurate
stochastic models for the system under test. Given Findings
#4, #6, and #7, when several race conditions are detected, both
their failure time and current influencing factor values should
be dumped. Based on the failure time data and our finding re-
lationship model, a Power Weibull distribution model could be
estimated. The quantitative availability function with respect to
different recovery methods or influencing factors could be then
calculated. Taking into account the economic costs, the system
should figure out the optimal fault mitigation actions to achieve
the highest reliability/availability.
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VII. CONCLUSION

In this paper we presented a study of using the stress testing
with influencing factors to accelerate the manifestation process
of data race software failures. In addition, it explored how to
estimate the time to data race failure or mean time to data race
failure for a system. Three influencing factors, namely memory
limitation, concurrency level, and parallel level, were proposed
to accelerate the failure process caused by a data race bug.
The statistical analysis results of experiments confirmed the
validity of the factors in terms of accelerating data race software
failures. Therefore, the proposed influencing factors can be used
to optimize the practices of software testing/debugging for data
race failures.

Furthermore, the regression analysis showed that TTF/MTTF
can be accurately estimated by treating the influencing factors
as explanatory variables. Moreover, the best-fitting relationship
models between TTF/MTTF and the proposed influencing fac-
tors are Power Weibull distribution model and Power model.
These findings can facilitate the reliability evaluation for soft-
ware systems suffering from data race failures.

In the future work, we plan to systematically study the influ-
encing factors and stress testing approaches for software failures
caused by concurrency bugs, including both data race and dead-
lock. We will analyze the similarities and differences of factors
affecting different types of failures and their relationships with
TTF or MTTF.
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